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ABSTRACT
The target tracking algorithm based on the Siamese network has
become one of the most mainstream and best tracking algorithms
because of the balance of accuracy and speed. However, target
tracking algorithms based on the Siamese network are affected by
factors such as occlusion, illumination changes, motion changes,
size changes and other factors in natural scenes, making designing
a robust tracking algorithm a challenging task. In order to improve
the feature extraction and discrimination capabilities of the algo-
rithm in complex scenes, a tracking algorithm combining channel-
interconnection-spatial attention mechanism was proposed. First a
Siamese tracking framework with a deep convolutional network
ResNet-50 as the backbone network was built to enhance feature
extraction capabilities, then the channel-interconnection-spatial
attentionmodule was integrated to enhance the adaptability and dis-
crimination capabilities of the model, then the multi-layer response
maps were weighted and fused to make results more accurate,
and finally the largescale datasets were used to train the network,
and tracking tests on the benchmark OTB-2015 and VOT2016 and
VOT2018 were completed. The experimental results show that the
proposed algorithm is more robust and better adapt to complex
scenes such as target appearance changes, similar distractors, and
occlusion than the current mainstream.
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1 INTRODUCTION
As one of the research directions of computer vision, object tracking
has a wide range of applications in video surveillance, intelligent
transportation, military guidance, aerospace and other fields. How-
ever, due to the targets’ deformation, rotation, motion blur, and
the influence of external application scene lighting changes, back-
ground interference, occlusion and other factors, it’s still a challenge
to establish an efficient and robust target tracking algorithm.
Currently, the mainstream methods in the object tracking field
mainly fall into two categories, trackers based on correlation filter
and trackers based on deep learning. The traditional correlation
filter algorithm makes use of the characteristics of cyclic mutual,
and carries out the calculation in the Fourier domain like MOSSE.
With the rapid development of hardware technology and the ad-
vent of the era of big data, deep learning methods have gradually
been recognized by people and have penetrated into many fields of
computer vision, and target tracking is one of them. Outstanding
feature expression capabilities of deep convolutional networks are
used to improve the accuracy of the algorithm, such as MDNet
[1], GFS-DCF [2].C-COT [3] learn the convolution operator in the
continuous space domain to achieve accurate sub-pixel positioning.
ECO [4] improve feature through factorization. In order to take
advantage of the end-to-end advantages, researchers have begun
to introduce the Siamese framework to train a dedicated end-to-
end tracking network. SINT [5] pioneered the introduction of the
Siamese network to transform the object tracking task into a simi-
larity learning problem and learn a matching function. SiamRPN [6]
is based on SiamFC [7] ,using regional proposal network in Faster
R-CNN. In this way, bounding box regression can be used to replace
multi-scale detection to obtain the bounding box with themaximum
response. DasiamRPN [8] generated training positive sample pairs
by augmenting static images and proposed disturbance recognition
model and a local-to-global strategy for long-term tracking.
Although the end-to-end tracking algorithm depended on the
Siamese network has achieved excellent results in general datasets,
there are still some problems. The discrete training network only
learns the universal characteristics of the object. If similar interfer-
ences appear around the object during online tracking, it cannot
be judged. The object tracked online is probably not incorporated
in the offline training dataset, so the result of resemblance mea-
surement may not be reliable. We bring forward an target tracking
algorithm, inheriting the characteristics based on Siamese network
architecture. ResNet-50 is used as the backbone network to make
the model stronger more expressive. In addition, we probe attention
mechanisms, consisting of channel attention and position attention,
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Figure 1: Framework of Algorithm.

so that offline trained model has better adaptability and discrimina-
tive ability when tracking online. Fusion of response score maps can
make us obtain more accurate position. The network is trained of-
fline in the large-scale data. We validate our algorithm performance
in the target tracking general dataset. Compared with the current
mainstream algorithms, our algorithm can achieve good tracking
accuracy under the premise of ensuring real-time performance.

2 PROPOSED METHOD
The framework of algorithm is shown in Figure 1. It mainly in-
cludes Backbone network, Channel-interconnection-spatial atten-
tion module and Siamese RPN module. Among them, the Siamese
deep network is based on RestNet-50 and integrates into CISAM.
It engenders attentional features and then will be sent into RPN
module to forecast a region using the classification branch and the
regression branch. The tracking method is shown in Table 1

2.1 Backbone Network
He et al. [9] proposed the ResNet structure, which solved the prob-
lem of gradient disappearance in deep networks by adding identity
mapping to the network, so that the network performance can be
further improved when the network depth increases. The number
of ResNet layers can be selected from 18, 34, 50, 101, 152, etc. Con-
sidering the feature representation capabilities and computational

size and other factors, we selected the ResNet-50, shown in Figure
2

2.2 Channel-interconnection-spatial Attention
Mechanism

It’s demonstrated in Figure 3 that we input two sets of features cal-
culated from the Siamese network. The CISA module incorporates
self attention module and mutual attention module. We mark target
features and search for images of Z and X, and object shapes for C
× h × w and C × H ×W.
The convolutional layer extracts features through sliding windows,
so that the weights of all spatial positions of the image are the same.
However, the features of the target area are more important than
the features of nearby areas, so the pixels of the target area should
be given larger the weight of. At the same time, the convolutional
neural network generates the feature representation of the target
through the semantic sub-features of different levels and spatial
locations. These semantic sub-features are distributed in the feature
vectors of different layers in the form of groups, and are easily
interfered by similar features or backgrounds.

2.2.1 Self-attention. On the one hand, the channel attention mech-
anism [10] is used to assign different weights to the channels. On
the other hand, the spatial attention mechanism is used to group
the output characteristics of the channel attention network, and
to select the semantic attributes of different channels and spa-
tial positions, which can strengthen the response of the target
area and suppress the response of the background area can also
suppress the response of useless channels to greatly improve the
robustness of tracking. Suppose the inputs are ∈ RC×H×W , we
separately employ two 1×1 convolution layers on them for emerg-
ing Q ∈ RC

′×H×W and K ∈ RC
′×H×W which are then reshaped

to Q̄, K̄ ∈ RC
′×N ,N = H × W ,C ′ = 1

8C . a spatial attention
map ASS ∈ RN×N can be produced as,

ASS = so f tmaxcol

(
Q̄T K̄

)
∈ RN×N (1)

At the same time, the features X are through convolution layer and
reshaped to obtain value featureV̄ ∈ RC×N . Then they are multi-
plied with the attention map and added to the reshaped features

Table 1: The Proposed Method

The proposed method

Input: pre-training, Initial frame object information
Step 1: Use the initial frame object information for target initialization
Cycle Step2-5 for frame=2, 3, . . . , N in the graphics sequence
Step 2: Use the Siamese backbone network Resnet-50 to obtain the t-th frame feature map
Step 3: Input feature map of conv3-5 into CISAM module, and use the formula (2), (4)to strengthen the feature expression
Step 4: Feed the output features of the conv3, conv4, and conv5 into three Siamese region proposal networks and obtain classification
and regression
Step 5: Assign a certain weight to classification and regression by the three Siamese region proposal networks, and add them to get the
final classification and regression
Output: The position and size of the current frame
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Figure 2: ResNet-50 Structure.

Figure 3: Channel-interconnection-spatial Attention Mod-
ule.

X̄ ∈ RC×Nwith a residual connection as,

X̄S
S = αV̄ASS + X̄ ∈ RC×N (2)

2.2.2 Mutual-attention. The mutual attention sub-module is dedi-
cated to changing the current situation of the lack of communication
between the two branches of the Siamese network in the process of
computing features. Generally speaking, the characteristics of the
template branch and the search branch will not interact until they
are interrelated. However, in the process of extracting features, for
each branch, the information of the other branch is crucial. Espe-
cially for object tracking tasks, it’s common that multiple similar
objects appear close to each other at the same time, or even block
each other. If the two branches of the Siamese network carry out
effective information interaction in the process of calculating fea-
tures, it will help each to capture more useful information. The
mutual attention sub-module first calculates the attention feature
map based on each branch’s own information, and then transmits
this feature map to another branch. The branch that receives the
feature map enhances the features it has extracted based on this
feature map and finally achieves more effective feature extraction.
Suppose Z ∈ RC×h×w and X ∈ RC×H×W are template features and
search features, respectively. Z are first reshaped to Z̄ ∈ RC×n ,
n = h ×w . The channel mutual-attention of the target branch,

AC = so f tmaxrow
(
Z̄ZT

)
∈ RC×C (3)

Then we can obtain the mutual-attention as,

X̄C = γAC X̄ + X̄ ∈ RC×N (4)

Figure 4: Feature Maps.

Finally, the attentional features can be produced by the combina-
tion of the self-attentional features XS and the mutual-attentional
features XC .
Visualize part of the feature maps of different layers and channels
extracted from it, as shown in Figure 4

2.3 Siamese Region Proposal Network
Target tracking requires not only shallow features such as color and
shape, but also deep features rich in semantic information. Shallow
features are conducive to the positioning of target tracking, but
shallow features cannot effectively improve the positioning accu-
racy of regression branches due to lack of semantic information,
while deep features rich in semantic information can effectively
improve tracking performance in attributes such as motion changes.
The multi-layer aggregation method uses three Siamese RPN blocks
[11] and feeds the output features of the conv3, conv4, and conv5
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of the target branch, and the output features of the conv3, conv4,
and conv5 of the search branch into three Siamese region proposal
networks. The output features first go through the 1×1 convolution
operation, and then go through the deep cross-correlation opera-
tion, and then go through two convolution operations and finally
calculate the classification score and the border regression score
and perform a weighted summation.

3 TRAINING NETWORK
3.1 Training Data
The data in the training set is selected from ImageNet VID, COCO
and Youtube-bb, combined with a specific ratio. Randomly select
two frames from the same video sequence and combine them into a
pair of template images (127×127) and search images (255×255) as
the input of the Siamese network. Our experiment is implemented
using PyTorch under the condition of NVIDIA GeForce RTX 2080Ti
GPU.
To ensure that all input images are square, we adjust them according
to the formula as,

s (w + 2p) × s (h + 2p) = A

where (w,h) is the original target frame size, where p is the context
margin, and where s is the scale transformation factor. A = 1272.

3.2 Training Loss
We train the model in an end-to-end manner. The training loss is
from Siamese RPN:

L = Lrpn−cls + λLrpn−r eд

where Lrpn−cls indicates classification loss and Lrpn−r eд repre-
sents regression loss in Siamese RPN.

3.3 Training Process
The learning rate during training is set to 10−3 ∼ 10−6. The whole
training process contains more than 100 stages, and each stage
consists of 6,000 pairs of samples. We calculate the average loss
value of 8 pairs of samples each time.

4 EXPERIMENTS AND RESULTS
4.1 Datasets
4.1.1 OTB-2015 [12]. The OTB15 includes a total of 100 video se-
quences. In this dataset, there are a total of 11 challenge factors:
scale transformation, occlusion, illumination change, deformation,
low resolution, motion blur, similarity Interference, fast movement,
beyond the field of view, rotation in the plane, rotation out of the
plane. The evaluation criteria of the OTB15 dataset are tracking
accuracy and success rate. Accuracy represents the Euclidean dis-
tance between the center of the predicted target frame and the
center of the real frame. The greater the accuracy, the smaller the
distance. The success rate represents the overlap rate between the
predicted target frame and the real frame. The higher the success
rate, the greater the overlap.

4.1.2 VOT2016 [13] &VOT2018 [14]. VOT2016 and VOT2018 have
become one of the most mainstream datasets in the field of target
tracking. The evaluation indicators include the average expected

Figure 5: Success and Precision Plots on OTB2015.

Table 2: Results on VOT2016 and VOT2018

Tracker VOT2016 VOT2018
A↑ R↓ EAO↑ A↑ R↓ EAO↑

SiamFC [7] 0.53 0.46 0.235 0.50 0.59 0.188
CFNet [15] 0,55 0.38 0.316 0.52 0.46 0.203
SiamRPN [6] 0.56 0.26 0.344 - - -
DaSiamRPN

[8]
0.61 0.22 0.411 0.59 0.28 0.383

ECO [3] 0.55 0.20 0.375 0.28 0.28 0.276
SiamMask [16] 0.62 0.21 0.436 0.60 0.25 0.406
SiamMask_E

[17]
0.65 0.21 0.452 0.63 0.25 0.427

Ours 0.63 0.18 0.437 0.62 0.21 0.412

overlap rate (EAO), accuracy (Accuracy) and robustness (Robust-
ness). The larger the average expected overlap rate and accuracy,
the better the performance. The smaller the robustness value, the
better the performance.

4.2 Experimental Results
We compare our tracker with some state-of-the-art tracking
trackers including SiamFC, CFNet, SiamRPN, DaSiamRPN, ECO,
SiamMask and SiamMask_E. As shown in Figure 5, the comparison
of the success rate and accuracy of the tracking results of differ-
ent trackers on the OTB2015. We achieve a precision of 0.689 and
an AUC of 0.896 which surpass that of SiamFC [7] by 10.3% and
12.4% respectively. It proves that the proposed algorithm extracts
deeper network features based on the Siamese network framework
and incorporates the attention module, so that the network can
extract more adaptable features and improve the overall accuracy
and robustness of the algorithm.
As shown in Table 2, the comparison of accuracy, robustness and
expected of the tracking results of different trackers on VOT2016
and VOT2018. Our tracker performs well with 0.63 accuracy, 0.18
robustness and 0.437 EAO on VOT2016. Compared with recent
SiamRPN [3] and DASiamRPN [4], our algorithm increase by 9.3%
and 2.6% on EAO respectively. Our method ranks second in the
EAO score on the VOT2016 and VOT2018 data sets, second only
to SiamMask_E, illustrating the proposed Siamese attention and
Region Proposal Network module work well.
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4.3 Speed Analysis
On OTB-2015, VOT2016 and VOT2018, the average tracking speed
under NVIDIA GeForce RTX 2080Ti GPU can reach 37 FPS, which
can effectively track the object.

5 CONCLUSION
We have presented Channel-interconnection-spatial AttentionMod-
ule consisting of both channel attention and spatial attention for
visual object tracking. The new Siamese attention mechanism
can strongly enhance object features and improve the robustness
against occlusion, lighting changes, motion changes, size changes,
and camera movement. Additionally, Siamese region proposal net-
work is used to increase the accuracy. Through the experimental
simulation and comparative analysis of multiple algorithms and the
proposed algorithm, the results show that the proposed algorithm
in this paper is better than most algorithms, and the performance
is improved under multiple challenge attributes.
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